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Budapest, 1097, Pest, Hungary.
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Abstract

Missing data is an inevitable aspect of every empirical research. Researchers developed several tech-

niques to handle missing data to avoid information loss and biases. Over the past 50 years, these

methods have become more and more efficient and also more complex. Building on previous review

studies, this paper aims to analyze what kind of missing data handling methods are used among vari-

ous scientific disciplines. For the analysis, we used nearly 50.000 scientific articles that were published

between 1999 and 2016. JSTOR provided the data in text format. Furthermore, we utilized a text-

mining approach to extract the necessary information from our corpus. Our results show that the

usage of advanced missing data handling methods such as Multiple Imputation or Full Information

Maximum Likelihood estimation is steadily growing in the examination period. Additionally, simpler

methods, like listwise and pairwise deletion, are still in widespread use.

Keywords: missing data, imputation, fasttext, text mining

1 Introduction

Missing data is an immanent part of every empir-
ical research. Every time a patient drops out of a
clinical study or a respondent does not answer a
question in a survey; we encounter missing data.
Researchers have developed various techniques to
account for these scenarios to reduce informa-
tion loss. Such techniques spread from deletion of
missing cases to complex algorithms that replace
missing information with a predicted value ([1],
[2], [3], [4], [5], [6]). During the past five decades,
these techniques continuously evolved. Despite the

improvements, many research uses more conserva-
tive methods such as listwise deletion (complete
case analysis) or mean imputation. Numerous
types of research suggest that the more advanced
missing data handling techniques, such as Mul-
tiple Imputation, are more flexible and reliable
than the older and simpler ones ([6], [7]). Of
course, there are scenarios where a simple dele-
tion method could perform nearly as well as a
more modern approach ([7]), but in general, it is
recommended to use an advanced technique [2,
p. 39]. Our goal in this study is to identify missing
data handling methods in scientific papers dur-
ing the period 1999-2016 in order to examine the
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usage of advanced missing data handling methods.
Throughout our research, we utilize a text-mining
approach to extract the necessary information
from the articles. The start of our examination
period coincides with the publication of “Statis-
tical Methods in Psychology Journals: guidelines
and explanations” by [8]. This paper discusses
the recommended methodologies for missing data
in Psychology journals and highlights the impor-
tance of proper documentation of data analysis.
As [2, p. 39] mentions, several studies support
the insights of [8] on missing data handling prac-
tices and warn about the disadvantages of deletion
methods. Besides Psychology, researchers in other
fields preferred simpler techniques to account for
missing data, especially listwise- and pairwise-
deletion ([9], [10], [11]). Even though a comprehen-
sive survey of missing data handling methods is
yet to be made, there were a considerable amount
of reviews about techniques for handling miss-
ing data. Most of the studies were conducted
in the educational, psychological, and medical
research areas, probably because of the discipline-
specific origins of the missing data paradigm and
its applications in survey-type designs ([12]). [13]
examined randomly selected articles from two
Psychology journals between 1989 and 1991 and
concluded that the usage of deletion methods is
pervasive in these journals. Later studies on vari-
ous fields supported the results of [13] ([14]). [15]
reviewed Political Science papers in a five-year
period between 1993 and 1997 and found similar
trends as [13]. [11] compared articles from 1999
and 2003 in Educational Research and, on one
hand, concluded that the popularity of deletion
methods did not change between 1999 and 2003.
On the other hand, however, they noted that the
reporting of missing data increased significantly:
“In 1999, 33.75% of the studies that we identi-
fied as having missing data explicitly reported the
problem, whereas this number more than doubled,
to 74.24%, in 2003.” [11, p. 30]. Additionally, [16]
also reviewed the practices of handling missing
data in this field between 1998 and 2004. Their
findings are consistent with the conclusions of [11].
In Psychology, [17] found similar trends concern-
ing missing data methods between 2000-2006. In
the Medical Research field between 2001 and 2002,
[18] with the analysis of seven cancer journals, and
[19] with the examination of four medical jour-
nals found similar results concerning listwise- and

pairwise-deletion. [9] reviewed articles from four
medical journals in 2013 and provided a compar-
ison of previous studies which examined missing
data methods. They compared their results with
the findings of [20], [21], [22], and [19]. The main
conclusion was that the usage of deletion methods
remained unchanged during the period 1997-2013,
but there was a slight increase in the usage
of advanced imputation methods. By and large,
studies from Psychology, Educational Research,
Medical Research show that the usage of deletion
methods remained unchanged during 1989-2013,
but the usage of advanced missing data handling
methods increased slightly. This means that more
and more research use an advanced technique
when missing data occurs. All the aforementioned
studies examined the randomly selected papers
by manually reviewing and evaluating them. Our
approach, however, is quite different: we train clas-
sification models to classify the articles on a large
scale. This is a major methodological difference
that has its own advantages and disadvantages.
Probably the most advantageous aspects of this
approach are time efficiency and scalability, since
after making an adequate training set, we can use
it to classify thousands of papers without even
seeing them. This saves time and permits us to
apply this approach to an arbitrarily large sample.
This time-saving and scalable framework, how-
ever, leads to a major disadvantage which stems
exactly from the fact that we do not see the major-
ity of the articles. We can not tell whether our
model truly found something or not — it is merely
a matter of probability. Overall, our analysis could
serve as an interdisciplinary overview of trends in
the usage of missing data handling methods, and
it may facilitate the application of text mining in
future research in this area.

2 Data collection

Our data was provided by JSTOR’s Data for
Research service (DfR) ([23], [24]) Since we
received the data from JSTOR on 2020.07.20,
the service (and platform) went through a few
changes. This means that the way of our data
request is no longer available, but this does not
affect our data in any way. Currently, JSTOR
offers a sophisticated text-mining platform named
“Constellate” in order to help researchers create
databases and perform basic text-mining tasks.
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This platform was not available at the time of
our research, therefore a simple keyword search
might give different results now, mostly because
of the extended data sources. The original data
request and collection procedure was the follow-
ing. At first, a search query had to be made with
the required parameters to access the list of arti-
cles. This resulted in a search URL and a search
syntax, which can be accessed in our repository.
Our search parameters included the time inter-
val of publications (1999.01.01.–2016.12.31.), the
keywords/expressions (“missing data”, “missing
observations”, “incomplete data”, “imputation”),
and language of the articles (English). In the case
of keywords/expressions we had to specify which
keywords/expressions should the corpus and title
of the articles contain. Our request was that the
corpus of articles must contain at least one of the
following
keywords/expressions: “missing data”, “missing
observations”, “incomplete data”, “imputation”;
but the title of the articles must not contain
any of the following keywords/expressions: “miss-
ing data”, “incomplete data”, “imputation”. With
these specifications, we wanted to focus on papers
that at least mention missing data related terms
and to exclude those articles that are about miss-
ing data handling methods. Our initial goal was
to examine only the usage of missing data han-
dling methods, therefore those articles that did
not even mention related terms were ineligible for
our analysis. Later, during preprocessing, we make
an extra step to ensure that only those papers
are in our corpus that could have used some kind
of missing data technique and not about miss-
ing data handling. As a result, we have collected
49.603 articles with metadata, uni-, bi-, tri-grams,
and article content.

3 Methodology and data
preparation

The goal of our research was to classify articles
based on their use of missing data handling meth-
ods using advanced text-mining methods. As far
as we know, there are no other research that tried
this approach so far, therefore we had to cre-
ate a feasible methodological framework to work
with. In the following section we give an overview

about this process and highlight the most impor-
tant aspects. In order to identify the usage of
missing data handling methods we had to make a
proper “sample” to work with. Although the data
we have gathered from JSTOR is filtered by the
predefined keywords, it does not guarantee that
only those articles get into our analysis that are
eligible for our research. We had to make sure
that only those papers are present in our sample
which use missing data handling methods, and are
not about missing data handling methods. After
selecting our sample, we performed several clas-
sifications to distinguish between various missing
data handling techniques. Overall, our approach
consisted of three main levels regarding classifica-
tion. On the first level, we separated the papers
according to their relation to missing data han-
dling methods: if a given article was about missing
data handling methods, then it was classified as
“1” and was removed from the analysis. Oth-
erwise, we kept the article in our corpus. The
second level was destined to separate the usage of
imputation methods from other techniques such
as deletion, and from those cases where no tech-
nique was used. Accordingly, if an article used
any type of imputation technique (multiple impu-
tation, regression imputation, etc.), then it was
classified as “1”, otherwise “0”. The third and
the last level was divided into two parts. On one
hand, we checked whether a paper — that was
classified into the “imputation” category on the
previous level — used an advanced imputation
method or not. On the other hand, if a paper did
not use any imputation technique — according
to the second level —, then we checked if it has
used any deletion method or not. Before heading
towards the description of the preprocessing and
classification, we must clarify what we mean by
“imputation”, “advanced imputation”, and “dele-
tion”. The importance of this clarification lies in
the fact that we had to have a solid definition
of each method to be able to label our training
set correctly. We heavily relied on the taxonomy
of [5] since it gives a comprehensive overview
of the techniques. Based on this paper, we have
treated any form of substitution, replacement, and
imputation as “imputation”. For example, “mean
substitution”, “hot/cold-deck imputation”, and
“regression imputation” were treated as “imputa-
tion”. The “advanced imputation” methods were
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the “full information maximum likelihood esti-
mation” (FIML), and all variants of “multiple
imputation” (MI). The definition of “deletion”
is quite straightforward: every technique that
includes the deletion of cases/observations, such
as listwise/pairwise deletion.

4 Preprocess

To be able to extract the necessary informa-
tion from the articles, we had to clean the text
from meaningless symbols and noises, since the
body of each article contained for example LATEX
markups, numbers, and Optical Character Recog-
nition (OCR) errors. To remove LATEX markups
and to collect additional keyword lists and func-
tions, we have created a small auxiliary pack-
age called jprep. All preprocessing and cleaning
script can be accessed on GitHub. Every part
of the preprocessing was conducted in R, and
we used Python for the classification models. We
would like to emphasize some of the preprocess-
ing steps because they have significant impact on
the results. As a general preprocessing step, we
have removed stopwords from our corpus. The
standard English stopword list of the tm pack-
age, however, contains the words “were”, “not”,
and “at” [25]. These words were very important
for us since — for example — the expressions
“data were missing”, “missing at random”, or
“observations were discarded” contain these stop-
words. To avoid information loss and to be able
to analyze our corpus correctly we had to keep
these words. The next important preprocessing
step was to trim the corpus from long texts. One
would assume that since we are querying only arti-
cles, there are no outliers in the sense of article
length. Unfortunately, there were several docu-
ments that got into our query which were not
articles. After examining the distribution of the
number of tokens in the corpus, we have chosen
a reasonable threshold (20000 tokens) for cutting
the “tail” of our distribution to remove outliers
(407 articles). Another step concerning the length
of the documents was the removal of references
and bibliography. These sections were unneces-
sary for our analysis and most likely would have
biased the classification results. If an article used
some kind of missing data technique, then proba-
bly referenced it afterwards. This means that we
would have missing data-related keywords outside

the main contents. As we will discuss shortly, our
models used a small piece of information from
the article bodies, therefore an additional noise —
such as the detailed references of other papers —
could have shifted the focus of the classifier. As
an example, let us suppose that an article men-
tions only once the EM-Algorithm in the body and
cites one of the works of Little and Rubin. In the
body, the classifier identifies the context in which
the “EM-Algorithm” is mentioned, but since the
respective paper is referenced at the end of the
article, the classifier gets a further, unnecessary
context. Instead of one meaningful context, we end
up with two, from which one is absolutely use-
less. Lastly, we have applied another technique to
boost our classification accuracy by further trim-
ming the content of the documents. We “snipped
out” the context of some predefined keywords1

from each document in order to focus only the key
parts of texts. During qualitative examination of
some randomly selected papers we have seen that
only a small fraction of the body of a paper deals
with or even mentions the missing data handling
method. So trimming down the papers only dis-
cards unnecessary noise from the texts — what we
do not need for our classification task. For the sake
of example, let us assume that there is an article
about a clinical experiment where the researchers
have decided to remove some observations due to
their ineligibility, and documented their decision
with the statement “[. . . ] 12 cases were deleted
from the analysis due to missingness.”. This is the
only part of the article that would contain infor-
mation about the missing data handling method,
but this sentence is only a small piece of text com-
pared to the whole paper. In order to identify the
missing data handling method, our model should
be able to correctly classify this article based on
one sentence. To bypass this difficulty, we snip
out the context around “missingness” and discard
the remaining part of the article. As our results
showed, using a small but meaningful fraction of
each paper not only produced better classification
performance, but it decreased the time required to
train our models.

1The keywords were: “miss”, “missing”, “imput”, “impute”,
“imputation”, “imputed”, “imputing”
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5 Classification

Because of the nature of our analyzed corpus, it
was quite hard to find a classification model that
can handle our special setup i.e. the aim of the
classification was to separate papers based on min-
imal information which — among other things
— consisted of rare words. To train a supervised
model, we had to make labeled training sets for
each level of classification (see 1. Therefore, the
authors of this paper hand-coded 200 papers in
each level according to the respective goal, and
then trained a model with these training sets.
The papers for annotation were randomly selected
from the corpus. At the end of the annotation, we
had 4 x 200 = 800 labeled papers for each level
of classification. Our very first attempt was to use
popular supervised models such as Support Vec-
tor Machine (SVM), Kernel Logistic Regression
(KLR), or Näıve Bayes (NB). All of these mod-
els have failed, most likely because of the small
and imbalanced (10-90 ratio) training samples and
unusual classification task. After these models, we
tried several semi-supervised models ([26], [27],
[28], [29]) in order to utilize the unlabeled cases.
It was a small step forward in terms of classifi-
cation performance, but far from ideal. Not only
the training times were extremely long, but the
accuracy of the semi-supervised models was not
that much improvement that we anticipated. Fur-
thermore, the implementation of the models made
it tedious to use them effectively. All the afore-
mentioned supervised and semi-supervised models
used GloVe embeddings ([30]) for classification, so
we assumed that it may have some effect on the
performance of the models. Based on this assump-
tion, we changed to an all-in-one fastText model
([31]). FastText is not only extremely efficient and
fast, but it has a huge advantage over traditional
word-embedding models, since it handles out-of-
vocabulary and rare words better ([32]). Like
GloVe, most embedding techniques create a word
vector for each word in the training corpus, hence
ignoring the morphological details. FastText, on
the contrary, uses character level vectorization,
i.e. creates character n-grams. These character n-
grams are then added together to represent the
respective word. For example, GloVe gives a 5-
dimensional vector representation2 for the word

2The numbers are arbitrary

Level F1-score Recall Specificity MCC
1 0.98 0.98 0.75 0.73
2 0.94 0.93 0.67 0.57
3.1 0.88 0.88 0.81 0.69
3.2 0.95 0.91 0.42 0.61

Table 1 Performance of fastText classification models
by classification levels. Levels: 1 - About missing data or
not, 2 - Imputation or not, 3.1 - Advanced Imputation or
not, 3.2 - Deletion or not

“imputation” such as [0.34, 0.8, -0.12, -0.45, 0.77].
FastText, on the other hand, creates the word
vector as the sum of the following character n-
grams3: <im, imp, mpu, put, uta, tat, ati, tio,
ion, on>. This way, even if “imputation” is not in
the model’s training corpus, the character n-grams
are. FastText’s main advantage in our research is
its character n-gram approach. We found many
OCR errors in the article bodies. The fastText
model handled these errors better than the GloVe
embeddings.
Before discussing the results of our analysis, we
briefly present the performance of the classifica-
tion models at each level. As we have mentioned,
we used fastText models in all levels. To measure
performance, we used the F1-score, Recall, Speci-
ficity, and MCC (Matthews Correlation Coeffi-
cient) metrics. It may seem unnecessary to present
all of these metrics in order to assess the perfor-
mance, but our imbalanced training set requires
us to consider a more in-depth evaluation.

As we can see from Table 1, the “easiest”
task was to decide whether an article was about
missing data handling methods or not (Level 1).
This coincides with our intuition: if an article
discusses missing data handling methods, then
it includes a lot of sentences which contain key-
words like “imputation” or “missing data”. It
gives the model more information to identify and
distinguish these articles from others. On Level
2, however, we can see that despite the high F1-
score and Recall values, the Specificity dropped to
0.67. It means that it was more difficult for the
model in this level to find the articles that used
imputation. If we recall our preprocessing steps
again, we can conclude that the several meanings
of the word “imputation” might affect the perfor-
mance. Level 3.1 was quite consistent: our model
could safely identify if an article used advanced
imputation or not. On the contrary, on Level 3.2

3If we take n=3
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the model had more trouble finding the papers
that used some kind of deletion technique. This
result is consistent with the observation of [11],
namely that researchers tend to omit the report-
ing of deletion in their papers. [11] says, moreover,
that sometimes only the tables or degrees of free-
doms imply that some cases were deleted from the
database. Of course, our models are not able to
identify such subtle details.

Fig. 1 Levels and stages of classification

6 Corpus description

As a result of the first classification level (about
missing data or not), we discarded 1243 papers
from our initial corpus (After removing out-
liers, the corpus consisted of 49.196 papers). The
interpretation of imputation is problematic some-
times because of the polysemantic nature of the
words “imputation” and “impute”. Besides the
statistical meaning of “imputation”, as per the
Cambridge dictionary [33]4, it has the following
meaning: “a suggestion that someone is guilty
of something or has a particular bad quality”.
This definition implies that in certain disciplines a
bias could occur. Indeed, the discipline categories
“Criminology & Law” and “Humanities & Arts”
presented high relative frequency of imputation,

4https://dictionary.cambridge.org/us/dictionary/english/imputation
(last accessed 2023.05.28.)

Discipline Frequency (Percentage)
Biological Sciences 9169 (20.2)

Business & Economics 8617 (18.9)
Social Sciences 7840 (17.2)
Health Sciences 5577 (12.3)

Science & Mathematics 4099 (9)
Psychology & Education 3583 (7.9)

Public Policy & Administration 2450 (5.4)
Other 1548 (3.4)

Environmental Science 1360 (3)
Political Science 1246 (2.7)

Humanities & Arts -
Criminology & Law -

Total 45489 (100)

Table 2 Frequency of discipline categories in the corpus

but low frequency of other missing data han-
dling method. Therefore, we decided to exclude
all papers from these two discipline categories
from our analysis (2464 papers). Therefore, our
actual working corpus consisted of 45.489 articles.
We have divided the articles into 12 major disci-
pline categories based on the journal and scientific
discipline information from their metadata. The
majority of the papers is from Biological Sciences
(20.2%), Business & Economics (18.9%), Social
Sciences (17.2%), and Health Sciences (12.3%).
As we have mentioned before, previous research
on missing data handling methods focused mainly
on Social- and Educational Sciences, therefore
our research may provide a more widespread per-
ception of the applied missing data techniques.
There is a caveat, however, since we do not know
exactly which paper used empirical data during
their respective research. This is a major difference
between ours and the previous studies’ approach.
Therefore, we need to assume that there are stud-
ies in our corpus that used some kind of empirical
data and that our model can identify them. Of
course, it is not a plausible assumption in the
case of for example Humanities & Arts. One must
keep in mind that the distribution of disciplines
we show in Table 2 is only a description of scien-
tific disciplines in our initial corpus. It does not
carry any information about the distribution of
missing data handling methods among these aca-
demic fields in general. Our results about missing
data handling methods can not be generalized to
the full set of articles since we do not know the
exact distribution of them.

The time interval of our study was from
1999.01.01. to 2016.12.31. This means that only
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those articles could get into our corpus that were
published in this period. Table 3 in the appendix
shows the distribution of papers by publication
years in our corpus. There were 22 articles where
no publication year was documented.

7 Results

7.1 Missing data handling methods

by year

Overall, the three main categories of our classifica-
tion were imputation, advanced imputation, and
deletion. We focus primarily on advanced impu-
tation, but we also highlight some exciting trends
from the other two categories. Figure 3 displays
the change in the usage of missing data handling
methods over years. Since the amount of articles
differs year by year, we did not use the raw fre-
quencies. Instead, we made relative frequencies
for missing data handling methods in each year
(and later, in each discipline). There is a signif-
icant increasing trend in the case of imputation
and advanced imputation. The usage5 of advanced
imputation methods grew from 2.4% to almost
10% over the years. It even surpassed the rela-
tive frequency of deletion methods. The turning
point between these two techniques was the period
2009-2011. The change in the usage of imputa-
tion methods is similar to the trend of advanced
imputation. From 10.3%, it almost reaches 19%
at the end of the interval. The usage of deletion
methods is stagnating with a little fluctuation over
the period. It constantly stays between 5.8% and
8.1%.

There are several factors that could have influ-
enced the usage of advanced missing data han-
dling techniques over the years. Maybe the most
straightforward to assume would be the spread of
modern statistical softwares, packages, and other
analytic tools. As the softwares used in data anal-
ysis became more advanced, more missing data
handling options were implemented. For exam-
ple, in the case of the R programming language,
the packages MICE and Amelia offer sophisti-
cated and easily applicable methods to deal with
missing data ([34], [35], [36]. This claim is fur-
ther supported by the observation of [36, p. 83]:

5We do not know whether a missing data handling method
was actually used – one of the limitations of text mining

Fig. 2 Usage of missing data handling methods by year
(1999-2016). The vertical axis shows the percentage of
papers that used the respective missing data handling
methods in a given year.

”Both reviews [referring to the articles of [18] and
[37] — note by K.B.] indicate that there is a
considerable gap between statistical methodologies
and methods that are commonly used in practice.
Flexible comprehensive implementations of these
methods may spur their use.” Our findings imply
that advancements in implementations of missing
data handling techniques may have increased their
usage.

7.2 Logistic models

To present the differences between disciplines, we
fit two binomial logistic regression models on our
data: one where the outcome variable was whether
there was an imputation or not; and one where
the outcome variable was whether there was an
advanced imputation or not. For explanatory vari-
ables, we used publication year and discipline
category. In the case of discipline category, we
used political science as the reference category. We
extended the base models with the interaction of
time and discipline category to explore whether
we find differences in the temporal variation of
imputation in different disciplines.
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We start the analysis with the imputation part
of the regression. The time variable was significant
with a positive value, which confirms the univari-
ate approach, there was a significant increase in
the use of imputation method. We plotted the pre-
dicted marginal estimates for the disciplines (see
Figure 3 and Figure 4 in the appendix). Politi-
cal Science and Social Science papers used most
frequently imputation methods. In the other side
of the scale, we could find Biological and Envi-
ronmental Sciences. The interaction presents the
different temporal pattern of imputation trends
across disciplines. The reference category is Polit-
ical Science, where the increase is equal with the
estimate of publication year variable. Compared
to Political Science, Biological and Health Science,
had a steeper increase in the use of imputation (see
the positive and significant interaction terms), and
Business and Economics and Science and Math-
ematics differed negatively from this trend. For
the latter based on the marginal predications we
could observe a decrease in the use of imputa-
tion. The second regression analyze the factors
behind the variance of advanced imputation level.
Here we can observe a positive trend value, as
expected, so year by year the advanced imputa-
tion was more and more popular. Our results also
mean, that within imputation, advanced imputa-
tion usage was increased. But we can observe high
differences between the disciplines (see Figure 4
in the appendix for marginal predictions). In the
disciplines of Psychology and Education, Health
Science and Political Science the level of advanced
imputation was around 60-70 percent. But in
Business and Economics, Biological Science and
Environmental Science only 20-30 percent of the
imputations used advanced technique. The inter-
action terms reveal three temporal differences
behind the spreading of advanced imputation.
Psychology and Education had a more intense
increase in the level of advanced imputation com-
pared to the rest of the disciplines. On the other
hand, we could observe a decline of these tech-
niques in the field of Science and Mathematics and
Biological Science.

8 Discussion

The aim of our study was to identify the trends
in the usage of missing data handling methods
within various scientific disciplines from 1999 to

2016. Missing data is a pivotal element of many
empirical research since it is practically impossi-
ble to gather all the data we originally intended.
This immanent problem of information loss helped
missing data handling methods emerge and evolve.
During the past 50 years, more and more tech-
niques were developed for assessing missing data.
Researchers began to examine the various meth-
ods in disciplines like Educational Science or
Psychology; and so the number of surveys and
meta-analyses on this topic started to increase.
In contrast to previous research in this topic,
we utilized a text mining approach to extract
the necessary information form the articles. This
new methodology, however, comes with several
advantages and disadvantages. On one hand, it
allows us to work with a much larger corpus than
the previous studies. The actual analysis of the
articles is less human resource intensive and the
whole research is very scalable: it does not mat-
ter whether we work with ten thousand papers
or with one million – the increase of computa-
tional time will be negligible. Additionally, with
a larger corpus, we are able to make compar-
isons of missing data handling methods among
various disciplines. On the other hand, text min-
ing makes us researchers more distant from the
papers. Since we have not actually seen the con-
tents of each paper, we can never be sure if a
paper used a missing data handling method or
only mentioned it – we need to trust the classi-
fication. The identification of the used methods
was a problem even in previous studies: oftentimes
researchers neglected the appropriate documen-
tation of methods they used to handle missing
data. And if a human cannot decide whether
there was any kind of missing data handling,
then how would a classification algorithm could.
For example, there were several instances , where
the authors did not mention which kind of tech-
nique they used to handle missing data in their
research, only the difference of the samples sizes
in the models implied that a deletion technique
was used ([11]). Clearly, an algorithm is not able
to notice such subtle detail, but a human can.
All in all, this approach inevitably results in some
kind of information loss and the underestimation
of imputation usage. We used a limited number
of keywords to detect those papers where missing-
ness could be an issue. Our keyword choice might
underrepresent some disciplines, where different
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phrases are also used to describe non-response
(like item-nonresponse in social science). And
there are also differences in data-generating pro-
cesses between fields. Missingness is usually higher
in surveys than in experimental designs. But our
analysis could well present the temporal trends
of applying imputation and advanced imputation
within a field. Our results show that the usage
of imputation and advanced imputation methods
increased during the period 1999-2016. One plau-
sible argument to explain this increase is that the
documentation of missing data handling methods
improved, therefore it is much more easier to find
them in the papers. We think this claim could
be one of the possible causes. The evolution and
implementation of these techniques could have
boosted their application. More and more statis-
tical software implements complex missing data
handling methods which makes these techniques
more accessible for researchers. Furthermore, the
growing tendency of item non-response in survey-
type data collection ([38]) could also facilitate
the usage of missing data handling methods. As
mentioned above, it is also obvious that the type
of data researchers analyze differs through disci-
plines. It is not evident that missingness appears
in the same level. In Political Science and Social
Science surveys are the main quantitative meth-
ods, and surveys always contains some level of
missing data. From this point of view, it is not sur-
prising, that imputation is the most common in
these fields. But as we narrowed our initial corpus
to those papers which contain words about miss-
ing data or observation, we could assume, that
this disciplinary difference is lower in our sam-
ple, compared to the whole fields. And when we
find imputation, we could expect less disciplinary
differences between advanced and not advanced
techniques. Our result did not support this expec-
tation. The disciplinary difference was huge, and
we could also observe differences between Political
and Social Science, where the type of data sources
is quite similar. This is a clear sign, that not only
the data type is important, but disciplines have
their own methodological canon which has strong
effect on how scholars in different fields handle the
missing data problem.
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Appendix

A Additional Figures

Fig. 3 Predicted marginal probabilities of imputation
level per disciplines based on binomial logistic regression
model

Fig. 4 Predicted marginal probabilities of advanced impu-
tation level per disciplines based on binomial logistic
regression model

B Additional Tables

Year of Publication Frequency (Percentage)
2016 2088 (4.6)
2015 2405 (5.3)
2014 3399 (7.5)
2013 3310 (7.3)
2012 3310 (7.3)
2011 3232 (7.1)
2010 3063 (6.7)
2009 2926 (6.4)
2008 2795 (6.1)
2007 2611 (5.7)
2006 2406 (5.3)
2005 2346 (5.2)
2004 2238 (4.9)
2003 1978 (4.3)
2002 1911 (4.2)
2001 1883 (4.1)
2000 1838 (4)
1999 1728 (3.8)
NA 22 (0)

Total 45489 (100)

Table 3 Frequency of papers in the corpus by year of
publication (1999-2016)
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Dependent variable:

Advanced
Imputation Imputation

Advanced
Imputation

(with interaction)
Imputation

(with interaction)

(1) (2) (3) (4)

Publication Year 0.080∗∗∗ 0.047∗∗∗ 0.079∗∗∗ 0.051∗∗∗

(0.006) (0.003) (0.029) (0.015)

Social Sciences −0.608∗∗∗ 0.029 −86.185 −17.824
(0.132) (0.073) (62.502) (31.461)

Business an
Economics −1.827∗∗∗ −0.273∗∗∗ −6.092 85.780∗∗∗

(0.139) (0.074) (65.078) (31.626)

Biological Sciences −1.271∗∗∗ −1.924∗∗∗ 184.183∗∗ −188.191∗∗∗

(0.166) (0.086) (79.520) (39.373)

Science and
Mathematics −0.370∗∗ −0.322∗∗∗ 232.169∗∗∗ 111.035∗∗∗

(0.145) (0.080) (66.942) (34.162)

Environmental
Science −1.572∗∗∗ −1.792∗∗∗ 110.660 87.222

(0.323) (0.144) (123.502) (58.673)

Public Policy and
Administration −0.409∗∗∗ −0.340∗∗∗ 73.159 42.407

(0.157) (0.087) (72.581) (36.683)

Psychology and
Education 0.463∗∗∗ −0.365∗∗∗ −129.815∗ −23.218

(0.152) (0.081) (71.734) (35.322)

Health Sciences 0.034 −0.468∗∗∗ −80.501 −86.852∗∗

(0.142) (0.077) (67.307) (34.019)

Other −1.463∗∗∗ −0.873∗∗∗ −52.012 17.912
(0.211) (0.105) (103.886) (44.458)

Social Sciences 0.043 0.009
(0.031) (0.016)

Pub Year*
Business and
Economics 0.002 −0.043∗∗∗

(0.032) (0.016)

Pub Year*
Biological Sciences −0.092∗∗ 0.093∗∗∗
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(0.040) (0.020)

Pub Year*
Science and
Mathematics −0.116∗∗∗ −0.055∗∗∗

(0.033) (0.017)

Pub Year*
Environmental

Science −0.056 −0.044
(0.061) (0.029)

Pub Year*
Public Policy and
Administration −0.037 −0.021

(0.036) (0.018)

Pub Year*
Psychology and

Education 0.065∗ 0.011
(0.036) (0.018)

Pub Year*
Health Sciences 0.040 0.043∗∗

(0.034) (0.017)

Pub Year*
Other 0.025 −0.009

(0.052) (0.022)

Constant −160.953∗∗∗ −95.380∗∗∗ −157.780∗∗∗ −104.178∗∗∗

(11.844) (5.659) (58.295) (29.385)

Observations 6,921 45,467 6,921 45,467
Log Likelihood −4,210.530 −18,351.720 −4,162.216 −18,259.040
Akaike Inf. Crit. 8,443.061 36,725.440 8,364.433 36,558.080

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4: Logistic models

14


	Introduction
	Data collection
	Methodology and data preparation
	Preprocess
	Classification
	Corpus description
	Results
	Missing data handling methods by year
	Logistic models

	Discussion
	Declarations
	Founding Sources
	Competing interests

	Additional Figures
	Additional Tables

