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Abstract

age of missing observations on a variable.

mechanisms for proper imputation.

disease

Background: Multiple Imputation (MI) is known as an effective method for handling missing data in public
health research. However, it is not clear that the method will be effective when the data contain a high percent-

Methods: Using data from “Predictive Study of Coronary Heart Disease” study, this study examined the effec-
tiveness of multiple imputation in data with 20% missing to 80% missing observations using absolute bias
(|bias|) and Root Mean Square Error (RMSE) of MI measured under Missing Completely at Random
(MCAR), Missing at Random (MAR), and Not Missing at Random (NMAR) assumptions.

Results: The |bias| and RMSE of MI was much smaller than of the results of CCA under all missing mecha-
nisms, especially with a high percentage of missing. In addition, the |bias| and RMSE of MI were consistent
regardless of increasing imputation numbers from M=10 to M=50. Moreover, when comparing imputation
mechanisms, MCMC method had universally smaller |bias| and RMSE than those of Regression method and
Predictive Mean Matching method under all missing mechanisms.

Conclusion: As missing percentages become higher, using MI is recommended, because MI produced less
biased estimates under all missing mechanisms. However, when large proportions of data are missing, other
things need to be considered such as the number of imputations, imputation mechanisms, and missing data

Keywords: Public health research; Multiple imputation; Large proportions of missing data; Coronary heart

Introduction

Missing values are a common and complex prob-
lem in public health (1). If a researcher improper-
ly treats missing values, this affects many, if not
most, data analyses and can cause problems rang-
ing from minor underestimation of variance es-
timates to severely biased parameter estimates (2).
Bias occurs when observed cases are not repre-
sentative of the complete sample and may be

substantial when the percentage of missing is suf-
ficiently large (3). Even in absence of bias, when
data are analyzed ignoring missing values, the
power of the test is decreased as the sample size
is reduced (4).

In order to analyze data with missing values
properly, it is necessary to understand different
missing data mechanisms (5). Of the missing
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mechanisms, Missing Completely At Random
(MCAR) requires the strongest assumption (06).
The assumption is that the probability of miss-
ingness is dependent neither on missing value
itself nor any observed values in the data set (7).
When the data are Missing At Random (MAR),
the weaker assumption is made (6). When the
observed values are given, the probability of
missingness does not depend on the missing val-
ues themselves, but it might depend on the ob-
served variables (7). If the MAR assumption is
not valid, one can say that data are Not Missing
at Random (NMAR) (6). That is, the probability
of missingness is dependent on the unobserved
value of missing variables itself (7).

Of the methods to handle missing data, Com-
plete Case Analysis (CCA), which discards all ob-
servations with missing values, is relatively easy
to use and it is most frequently used by research-
ers (6). Under MCAR, the subsample of cases
with complete data is not different from the sim-
ple random sample from the original data. So,
CCA does not introduce a bias for estimation (6).
Under MAR, CCA is not recommended usually
because it yields biased parameter estimates. If
missing values are independent of the observed
values but dependent on responses, estimation
will not introduce bias with CCA even under
MAR (5). Although the estimated standard error
is unbiased, there is some loss of power (4).

An alternative method is the Multiple Imputation
(MI), which was first proposed by Rubin (8).
Generally, MI has 3 steps: imputation step, analy-
sis step, and combination step. In the imputation
step, based on the distribution of given set of
data, by an imputation mechanism, multiple im-
putation methods replace missing values with
plausible substitutes that correctly represent the
uncertainty. In analysis step, after repeating the
replacement procedure several times and creating
M>1datasets, the multiply imputed data sets are
analyzed separately and independently by stand-
ard procedures (6). In the combination step, the
estimates are combined, and confidence intervals
are acquired using Rubin’s combination rules (7).
MI is more efficient than CCA, because MI uses
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information in the incomplete cases (5). In addi-
tion, MI corrects the bias under MAR (6).

Even though proportion of missing data affects
significantly statistical inference, there is no es-
tablished guidelines about an acceptable percent-
age of missing data which MI will has benefits. In
a literature, when more than 10% of data are
missing, estimates are likely to be biased (9). An-
other paper mentioned that 5% of missing rate
has been suggested as a lower cutoff point below
which MI provides insignificant benefit (10).
However, those cutoff points have a limited evi-
dence to support them. A small number of stud-
ies have investigated bias and efficiency by in-
creasing percentages of missing data. This has
been done with a maximum of 50% missing data
in study that showed increasing inconsistency of
effect estimates with increased missingness (11).
Where more than 50% missingness has been in-
vestigated (12), the study sample size was very
small, thus limiting the applicability of results to
larger public health researches. Where both more
than 50% missingness and large sample size have
been used (3), the study has been only examined
under MAR. These findings relate to small per-
cent of missing data or small sample size and not
to the situation with the huge missing percent on
large sample size data under different missing
mechanisms, where such issue may exist in public
health research (13).

As MI has been used in many fields increasingly
(14), the method has been recommended to use
in public health research and the effectiveness of
the MI is tested in different settings (1,15-16).
However, the usefulness and validity of MI still
need to be examined in various settings including
a heart disease data with high percent of missing
on a continuous variable. So, this study will an-
swer this question; does the MI attains accuracy
and efficiency even in high percent of missing
data on a public health setting?

The objective of this study was to explore how
much data could be lost and successfully imputed
using MI under a variety of scenarios. The first
aim was to show the biasness of different meth-
ods according to the percentage of missing values
in the data under MCAR, MAR, and NMAR as-
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sumptions. The second aim was to suggest dif-
ferent optimal set-ups of MI (the number of M
imputed data sets and imputation mechanisms)
according to different missing mechanisms and
percentages of missing data.

Materials and Methods

Data

We used the data which came from the study, “A
Predictive Study of Coronary Heart Disease”(17).
Subjects were collected from eleven business or-
ganizations in San Francisco and two in Los An-
geles. In 1960, 3,524 males, aged 39 to 59 years,
participated in interviews and medical examina-
tions. However, in order to have complete data,
completely observed 3,101 subjects were used in
the analysis.

We used the CHD study to investigate the issues
arising with imputing high percentages of missing
data. The systolic blood pressure (SBP) variable
was assigned to a missing variable. The mean of
this variable was considered as a parameter of
interest. The variables for imputation model were
chosen from predictor variables in the dataset
such as diastolic blood pressure, height, weight,
age, BMI and cholesterol.

In this study, to compare various imputation
mechanisms for Multiple Imputation, different
conditions of data were manipulated using the
complete data of the CHD study. A univariate
pattern of missing data was generated according
to previous studies (18). Some entities for a vari-
able (SBP) in the dataset were deleted while all
other variables were retained. Then the different
amounts of entities for the variable (SBP) were
deleted at random causing MCAR mechanism,
which had 0%, 20%, 40%, 60%, and 80% miss-
ing data. MAR data was simulated by sorting ac-
cording to one of the completely observed varia-
bles (age) and deleting the lower values of the
cases of SBP by different percentages of the
missing values to give the MAR mechanism. For
the NMAR mechanism, the complete data was
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sorted by the missing variable itself and the val-
ues of SBP were deleted by five different rates. It
was done separately and independently to create
incomplete datasets for three missing mecha-
nisms.

Methods

In this study, MI was used mainly to assess its
effectiveness and bias. In order to compare the
effectiveness of the two methods, such as CCA
and MI, the bias was measured by absolute bias
and root mean squared error. The parameter of
interest was the mean of a variable, which was
partially missing. We also studied how different
methods work when 20%, 40%, 60%, and 80%
of the data were missing, the complete data as a
reference. Furthermore, the biases of the meth-
ods were compared under different missing
mechanisms--MCAR, MAR, and NMAR assump-
tions.

One of the focuses of the study was finding an
optimal setting for the MI under different condi-
tions, such as different missing mechanisms
(MCAR, MAR, and NMAR) and different per-
centages of missing data. The varying number, M,
of imputed dataset and different imputation
mechanisms were considered. Specially, the
number of M imputed dataset raised from 10 to
50. Also, the used imputation mechanisms of MI
included regression method, predictive mean
matching method, and MCMC method. 500 repe-
titions were done for each result in order to re-
duce the random variability of imputed values.

Results

As shown in Table 1, MI had a lower |bias| and
RMSE than CCA under all missing mechanisms.
The |bias| and RMSE were obtained using a true
parameter estimate (128.63), the mean of SBP at
0% missing. In other words, with MAR and
NMAR the |bias| of MI was smaller than that of
CCA. Moreover, with MCAR the MI’s |bias]|
was smaller too.
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Table 1: Comparison of CCA and MI

Missing Missing CCA MI
mechanism percent Mean of Mean of Mean of Mean of Mean of Mean of
estimate | bias | RMSE estimate | bias | RMSE
MCAR 0% 128.63 - - 128.63 - -
20% 128.94 0.3 0.43 128.75 0.12 0.31
40% 129.22 0.59 0.69 128.89 0.25 0.4
60% 129.23 0.6 0.74 128.92 0.29 0.45
80% 129.88 1.25 1.4 129.2 0.57 0.74
MAR 0% 128.63 - - 128.63 - -
20% 127.78 0.86 0.9 128.2 0.43 0.51
40% 126.88 1.75 1.78 127.83 0.81 0.85
60% 126.06 2.58 2.6 127.62 1.01 1.06
80% 125.13 3.51 3.54 127.17 1.46 1.51
NMAR 0% 128.63 - - 128.63 - -
20% 122.86 5.77 5.77 125.15 3.48 3.48
40% 119.09 9.54 9.54 121.93 6.7 6.7
60% 115.5 13.13 13.13 118.41 10.23 10.23
80% 111.23 17.4 17.4 113.55 15.09 15.09

In addition, with the MCAR, MAR, NMAR as-
sumptions, the RMSE of the MI was smaller than
that of the CCA. With the missing mechanisms,
as the amount of missing values increased, the
|bias| and the RMSE became larger on both the
CCA and MI. However, when the missing per-
centage is high, the estimates of CCA were more
seriously biased than that of MI. For example,
under MAR the difference between the |bias| of
MI and the |bias| of CCA at 20% missing is
0.43, but the difference at 80% missing was 2.05.
Moreover, as the difference between the RMSE
of MI and the RMSE of CCA increased, the
missing percentage also increased.

As shown in Table 2, when comparing different
imputation numbers (M=10,20,30,40, and 50) of
MI, the increased imputation numbers had no
effect on |bias| and RMSE under different pro-
portion of missing data and missing mechanisms.
The difference between the RMSE with imputa-
tion numbers=10 and the RMSE with imputation
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numbers=50 was not more than 0.008. So, alt-
hough the imputation numbers increased, the
difference by imputation numbers in this dataset
was not able to be seen.

Table 3 compared the imputation mechanisms--
regression, PMM, and MCMC methods. With
MCAR, MCMC produced much better estimates
than other methods regarding |bias|. However,
with MAR, it was not easy to determine if one
was better than the others. That is, |bias| of the
regression method was slightly smaller or larger
than the others at some percent of missing val-
ues. With MAR and NMAR, the |bias| of the
MCMC was almost the same as those of the re-
gression method. With NMAR, MCMC and re-
gression methods produced less biased imputed
values than the PMM method. The variance of
the estimate was so small that the results of the
RMSE were the same as |bias|. In other words,
under all missing mechanisms the MCMC meth-
od had a universally smaller RMSE (Fig. 1).
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Table 2: Comparison of 10, 20, 30, 40, 50 imputation numbers of MI

Missing Imputation MCAR MAR NMAR
percent number Mean Mean  Mean Mean Mean  Mean Mean Mean  Mean

of esti- |bias| RMSE ofesti- |bias|] RMSE ofesti- |bias| RMSE

mate mate mate
0% - 128.63 - - 128.63 - - 128.63 - -
20% 10 128.75 0.12 0.31 128.20 0.43 0.51 125.15 3.48 3.48
40% 10 128.89 0.25 0.40 127.83 0.81 0.85 121.93 6.70 6.70
60% 10 128.92 0.29 0.45 127.62 1.01 1.06 118.41 10.23  10.23
80% 10 129.20 0.57 0.74 127.17 1.46 1.51 113.55  15.09  15.09
0% - 128.63 - - 128.63 - - 128.63 - -
20% 20 128.75 0.12 0.31 128.20 0.43 0.51 125.15 3.48 3.49
40% 20 128.88 0.25 0.40 127.82 0.81 0.86 121.93 6.70 6.71
60% 20 128.92 0.29 0.45 127.62 1.01 1.06 118.41 10.23  10.23
80% 20 129.20 0.57 0.74 127.17 1.46 1.51 113.54  15.09 15.09
0% - 128.63 - - 128.63 - - 128.63 - -
20% 30 128.75 0.12 0.31 128.20 0.43 0.51 125.15 3.48 3.49
40% 30 128.88 0.25 0.40 127.82 0.81 0.86 121.93 6.70 6.70
60% 30 128.92 0.29 0.45 127.62 1.01 1.06 118.41 10.23  10.23
80% 30 129.20 0.57 0.73 127.17 1.46 1.51 113.54  15.09  15.09
0% - 128.63 - - 128.63 - - 128.63 - -
20% 40 128.75 0.12 0.31 128.20 0.43 0.51 125.15 3.48 3.48
40% 40 128.88 0.25 0.40 127.82 0.81 0.85 121.93 6.70 6.70
60% 40 128.92 0.29 0.45 127.62 1.01 1.06 118.41 10.23  10.23
80% 40 129.20 0.57 0.74 127.17 1.46 1.51 113.55  15.09  15.09
0% - 128.63 - - 128.63 - - 128.63 - -
20% 50 128.75 0.12 0.31 128.20 0.43 0.51 125.15 3.48 3.48
40% 50 128.88 0.25 0.40 127.82 0.81 0.86 121.93 6.70 6.71
60% 50 128.92 0.29 0.45 127.62 1.01 1.06 118.41 10.23  10.23
80% 50 129.20 0.57 0.74 127.17 1.46 1.51 113.54  15.09  15.09
A B C
/
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Fig. 1: The RMSE for CCA and MI(A), different imputation numbers of MI(B), and different imputation mecha-
nisms under MCAR, MAR, and NMAR. (MI=Multiple Imputation, CCA= Complete case analysis, RMSE: Root
Mean Square Error)
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Table 3: Comparison of Regression Method, PMM and MCMC as Imputation Mechanism of MI

Miss-  Miss- Regression PMM MCMC

Ing ingpe Mean Mean Mean Mean Mean Mean Mean Mean Mean

mech- rcent  of es- |bias| RMSE  of es- |bias|  RMS of es-  |bias| RMS

anism timate timate E timate E

MCAR 0% 128.63 - - 128.63 - - 128.63 - -
20%  128.75 0.12 0.31 128.76 0.12 0.31 128.64  0.01 0.28
40%  128.88 0.25 0.4 128.89 0.26 0.4 128.53 0.1 0.32
60%  128.92 0.29 0.45 128.89 0.26 0.41 128.73 0.1 0.37
80% 129.2 0.57 0.74 129.44 0.81 0.89 12824  0.39 0.59

MAR 0% 128.63 - - 128.63 - - 128.63 - -
20% 128.2 0.43 0.51 128.22 0.41 0.49 128.2 0.43 0.51
40% 127.82 0.81 0.86 127.92 0.71 0.77 127.82 0.81 0.86
60%  127.62 1.01 1.06 127.57 1.06 1.1 127.62 1.01 1.06
80% 127.17 1.46 1.51 127.16 1.47 1.51 127.18 1.46 1.51

NMA 0% 128.63 - - 128.63 - - 128.63 - -

R 20%  125.15 3.48 3.48 124.72 391 392 12515 3.48 3.48
40% 121.93 6.7 6.71 120.85 7.79 7.79 121.93 6.7 6.71
60% 11841 10.23 10.23 1174 11.23 1123 11841 1023 10.23
80%  113.54 15.09 15.09 11292 1571 1571 11355 15.09 15.09

Discussion MI was more accurate than CCA. However, the-

The purpose of the analyses presented in this pa-
per has been to highlight the importance of miss-
ing data and the potential implications of this
problem with regard to the evaluation of theories
and the making of parameter estimates. Based on
literatures (6-7), MI is known as an effective
method to deal with missing data problems, ac-
cording to excellent parameter estimation, vari-
ance estimation, and increased power. However,
this study investigated whether the method will
still be accurate with high percentages of missing
values and focused on how to increase the effi-
ciency and accuracy of MI with changing condi-
tions and options of the huge missing values in
the data.

When CCA was employed for the data, the abso-
lute bias and root mean squared error of the
CCA was noticeably larger than those of ML In
other wotds, in addition to the dectreased statisti-
cal power in CCA, the estimates of CCA was
more biased than those of MI. Like other re-
searches (5-0,15), the results in the study present-
ed that with MAR and NMAR, the estimation of

Awvailable at:

http://ijph.tums.ac.ir

oretically with MCAR the |bias| of CCA should
be the same as that of MI (2), but MI produced
more similar estimates to the true values in the
study. Under MAR of this dataset, MI produced
better estimates than CCA. Even though a re-
search reported that the estimates of CCA were
less biased than them of MI under their MAR
simulations (19), these results were possibly due
to the mis-modelling of an imputation model
(20). In this study, the imputation model for MI
were constructed by including all important vari-
ables, so the better performance of MI may be
attained than CCA. In addition, the more data
that were missing, the more the RMSE and the
|bias| of both methods increased. Moreover, as
the amount of missing values increased, the dif-
ference of the |bias| between MI and CCA in-
creased. Thus, it is obvious that percentages of
missing values had significant influences on the
|bias| of both the MI and the CCA methods,
but the |bias| of CCA was more seriously affect-
ed by the increased percentages of missing data.
In other words, with all missing mechanisms, MI
did better estimations than CCA in these data,
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when there was a high percentage of missing da-
ta. However, we cannot say that MI provided an
excellent estimation with NMAR. That is, given
that the RMSE of MI was 1.5 at 80% missing
value with MAR, with the NMAR assumption
the RMSE of the MI was 3.5 at 20% missing val-
ue and the RMSE of the MI was 15.1 at 80%
missing value. Thus, if the data were under
MCAR or MAR, MI produced reliably accurate
estimates even in large proportion of missing da-
ta in this dataset. However, under NMAR, MI
provided biased estimates in relatively small pro-
portion of missing data. When missing values
were NMAR under certain settings, MI produced
better estimates than CCA (5, 15), but neither MI
nor CCA may be entirely appropriate in these
data. It indicates that the performances of the MI
under NMAR are likely to vary in different data
or conditions (21). So, missing data analysis re-
quires to conduct sensitivity analyses or to apply
other strategies if NMAR is suspected (16, 20,
22). According to the results of this study, the MI
produced relatively unbiased estimates than CCA
under different conditions. However, we cannot
say that MI is always preferable to CCA for any
missing case even in similar scenarios if the MI is
impropetly used without careful consideration
and appropriate examination.

In order to see whether increasing imputation
numbers influence the efficiency of MI, the im-
putation numbers were increased from 10 to 50
and compared with the |bias| and the RMSE at
different percentages of missing values. In
agreement of a previous study (15), the RMSE
and |bias| among different imputation numbers
were almost the same on the data under MCAR,
MAR, and NMAR. This is because 500 repeti-
tions on each imputation number were done and
averaged, which creates an estimate of 500Xeach
imputation number (M=10, 20, 30, 40, and 50).
When comparing the estimate of 5000 imputa-
tion numbers (500X10 imputation numbers) and
the estimate of 25000 imputation numbers (50X
50 imputation numbers), RMSE and |bias| of
them were not different. So, it did not improve
the accuracy of estimation to increase the imputa-
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tion numbers by a large amount. Thus, the impu-
tation numbers may not have much effect on bias
with the characteristics of this data.

For the study’s data, which had continuous and
univariate missing values, I compared regression
method, predictive mean matching method, and
MCMC method wusing different imputation
mechanisms in order to determine which meth-
ods perform better for the considered data set.
The results were similar to a previous study (16).
With MCAR, the MCMC method produced a
significantly lower RMSE and |bias| than the
other methods as missing percent increased. With
MAR, it was hard to tell which methods provided
a better estimation for this data. With the NMAR
assumption, the MCMC method and the regres-
sion method produced less biased estimates. Be-
cause the MCMC method produced overall unbi-
ased estimates for missing values under all miss-
ing mechanisms, the MCMC method was the bet-
ter imputation mechanism not only for continu-
ous and multivariate missing variables (18), but
also for continuous and univariate variable of
large proportion of missing values.

This study’s results have important implication
for public health researchers, for conducting
analysis on incomplete data. These results imply
that researchers should not give up analysis even
if the data has large proportion of missing in a
variable. When MI is used with proper condi-
tions, there are possibilities to correct bias and
improve efficiency even with high percentages of
missing data. This paper tested accuracy and effi-
ciency of MI on various scenarios with 500 repe-
titions and used data with relatively large sample
size which are similar to public health researches.
However, there are some limitations including
simple analysis model and missingness in one
continuous variable. So, future studies are war-
ranted to further investigate the effectiveness of
MI with large proportion of missing data on
more complex conditions.
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Conclusion

The MI is not the best way to deal with missing
data issues, even though the estimates of MI were
relatively accurate and efficient in this study set-
ting. In order to attain that effectiveness of MI
even in a high percentage of missing data, many
conditions need to be considered such as imputa-
tion numbers, imputation mechanisms, and miss-
ing mechanisms.
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