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Abstract

Missing data are a common challenge encountered in research which can compromise the results of statistical inference when not handled
appropriately. This paper aims to introduce basic concepts of missing data to a non-statistical audience, list and compare some of the
most popular approaches for handling missing data in practice and provide guidelines and recommendations for dealing with and report-
ing missing data in scientific research. Complete case analysis and single imputation are simple approaches for handling missing data and
are popular in practice, however, in most cases they are not guaranteed to provide valid inferences. Multiple imputation is a robust and
general alternative which is appropriate for data missing at random, surpassing the disadvantages of the simpler approaches, but should
always be conducted with care. The aforementioned approaches are illustrated and compared in an example application using Cox

regression.
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INTRODUCTION

Missing data are a common challenge encountered by re-
searchers while undertaking clinical research. It can occur
across all types of studies including randomized controlled tri-
als, cohort studies, case-control studies and clinical registries.
The optimum approach to missing data is to ensure that strate-
gies are devised to ensure that the amount of missing data in a
study is as small as possible. Such strategies are commonly
utilized in prospectively designed clinical trials as if statistical
assumptions due to missing data are required, then the protec-
tion of randomization will be broken down and unbiased esti-
mates of treatment effect will be lost. Strategies to minimize
missing data in large multicentre cohort or registry studies may
be employed however, data desired for research purposes may
often be missing due to the retrospective nature of the study
or because the data fall outside the primary purpose of the
registry [1, 2].

Dealing with missing data may be low on the list of priorities
for a researcher when undertaking a study but it is a vital step in
data analysis as inappropriate handing of missing data can lead
to a variety of problems. These included a loss of statistical pow-
er, loss of representation of key subgroups of the cohort, biased
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or inaccurate estimates of treatment effects and increased com-
plexity of the statistical analysis.

To ensure that missing data are handled appropriately, there
are a number of steps to follow: first, taking any necessary steps
to complete or reduce the amount of missing data wherever pos-
sible; second, understanding the mechanism behind the remain-
ing missing data; third, handling the missing data using
appropriate methodology and finally, performing sensitivity anal-
yses where appropriate. Focusing primarily on the framework of
missing covariate data in non-randomized studies, this article in-
troduces the concept behind different types of missing data and
compares some of the most popular approaches for handling
missing data in practice. Guidelines and recommendations for
dealing with and reporting missing data in scientific research are
also presented along with a simulated exercise on handling miss-
ing data.

METHODOLOGY
Missing data mechanisms

Before discussing methods for handling missing data, it is impor-
tant to review the types of missingness. Commonly, these are clas-
sified as missing completely at random (MCAR), missing at
random (MAR) and missing not at random (MNAR) [3]. An analysis
of missing data patterns across contributing participants or centres,
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over time, or between key treatment groups should be performed
to establish the mechanisms behind the missing data [1].

Missing completely at random. Observations of all subjects
are equally likely to be missing. That is, there are no systematic
differences between subjects with observed and unobserved val-
ues meaning that the observed values can be treated as a ran-
dom sample of the population. For example, echocardiographic
measurements might be missing due to sporadic ultrasound
malfunction.

Missing at random. The likelihood of a value to be missing de-
pends on other, observed variables. Hence, any systematic differ-
ence between missing and observed values can be attributed to
observed data. That is, the relationships observed in the data at
hand can be utilized to ‘recover’ the missing data. For example,
missing echocardiographic measurements might be more normal
than the observed ones because younger patients are more likely
to miss an appointment.

Missing not at random. The likelihood to be missing depends
on the (unobserved) value itself, and thus, systematic differences
between the missing and the observed values remain, even after
accounting for all other available information. In other words,
there is extra information associated with the missing data that
cannot be recovered by utilizing the relationships observed in
the data. For example, missing echocardiographic measurements
might be worse than the observed ones because patients with se-
vere valve disease are more likely to miss a clinic visit because
they are unable to visit the hospital.

Although there are a few methods proposed to test whether
the data are MCAR or MAR, their practical value is dubious [4].
On the other hand, test distinguishing between MAR and MNAR
always depends on data that are not observed meaning it is not
possible to make this distinction based only on the observed
data. Therefore, a researcher should always evaluate the plausibil-
ity of each missing data mechanism with respect to the method
used to analyse the data and importantly on how the data were
collected. The missing data mechanism should be regarded as an
assumption that either supports an analysis or not rather than as
an inherent and identifiable feature of a dataset. If that assump-
tion is false, results may be biased. While under MCAR, most
standard statistical tools will lead to valid results, that is not the
case for MAR and MNAR, for which appropriate methods need
to be employed. Table 1 summarizes the basic differences be-
tween the 3 missing data types and lists which of the methods
discussed in the following section can be used to draw valid in-
ference with respect to each missing data type.

Table 1:  Summary of missing data mechanisms

Methods for handling missing data

There are various approaches for an incomplete data analysis.
Two common approaches encountered in practice are complete
case analysis and single imputation. Although these approaches
are easily implemented, they may not be statistically valid and
can result in bias when the data are not missing completely at
random [5, 6]. On the other hand, multiple imputation is a more
general approach that overcomes the main disadvantages of the
aforementioned approaches when data are missing (completely)
at random [7-9].

Complete case analysis. The easiest way to deal with missing
data is to drop all cases that have one or more values missing in
any of the variables required for analysis. Although under MCAR
this does not lead to bias of the results, it may result in significant
loss of data and associated loss of power (e.g. wider confidence
intervals) because the sample size is reduced. The extent of this
loss of power is associated with the amount of missing data. If
the data are MAR, this approach will lead to biased results.
Complete case analysis may be appropriate for missing data re-
lated to the primary outcome of the study.

Single imputation. Alternatively, missing values in any variable
could be replaced with a single value that is thought to best rep-
resent the mechanism of the missing data. This could be the
mean of a normally distributed continuous variable, the median/
mode of a categorical variable, the predicted value from a regres-
sion equation (that is, utilizing the complete observations to pre-
dict the values of the missing observations) or the best/worst
observation carried forward. There may be cases where the miss-
ing risk factor data are believed to be highly likely due to the ab-
sence of a risk factor, and in this situation, it may be reasonable
to impute the absence of the risk factor.

Although this approach allows the researcher to include all
subjects in the analysis, it may lead to biased results. Moreover,
the uncertainty of parameter estimates of the imputed variables
will not necessarily improve when compared with the complete
case analysis because the imputation is not conditional on the
values of the outcome variable. How large the induced bias is de-
pends on the variability of the imputed variable and on the pro-
portion of missing values. Single imputation is also invalid under
MAR since it does not account for the inter-relationships be-
tween the variables of interest. Single imputation may, however,
be used to perform sensitivity analyses for missing covariate in-
formation or primary outcome data to ensure that the reported
results are valid under the worst or best-case scenario.

Missing data  Related to Not related to Probability to be missing Valid analysis

mechanism

MCAR Observed or missing data  Equal for every data point Complete case analysis, single and multiple imputation
MAR Observed data ~ Missing data Equal for data points within groups ~ Multiple imputation

MNAR Missing data Unequal and unknown Sensitivity analysis

MAR: missing at random; MCAR: missing completely at random; MNAR: missing not at random.
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Multiple imputation. Multiple imputation offers an alternative
to overcome the disadvantages of the complete case analysis or
single imputation approach. It allows the uncertainty, which is
due to missing data, to be appropriately considered and can be
thought of in three distinct steps: imputation, analysis and pool-
ing of the results.

At the first step of imputation, multiple copies of the original
incomplete dataset are generated. In each dataset, the missing
values are replaced by values which are randomly sampled from
the predictive distribution of the observed data, conditional on
all other variables. The process of sampling induces variation in
the imputed values which reflects the uncertainty of those imput-
ed values.

In the analysis step, the model of interest is fitted to each im-
puted dataset. The results derived from each analysis will differ
slightly due to the variability of the imputed values. In the third
step, the results are pooled by taking the average of the estimates
from the separate analyses to derive the pooled estimate and by
applying Rubin’s rules, which incorporate the within and between
imputation uncertainty, to derive the associated standard errors.
More details on Rubin’s rules and the formulas that are used to
obtain the pooled estimates can be found in Supplementary
Material A.

In contrast to the complete case analysis, multiple imputation
provides valid results when the data are MAR while avoiding the
loss of power due to sample size reduction. However, loss of
power may still occur when using multiple imputation if there is
high uncertainty in the distributions which are used to impute
the missing data. Unlike single imputation, multiple imputation
provides valid results if the data are MAR. This is because system-
atic differences between the missing and the observed values are
due to information already present in the data at hand, and this
is considered in the predictive distributions utilized in the first
step of the multiple imputation procedure. In addition, single im-
putation does not account for the between-imputation variance
that leads to overestimation of accuracy (small standard errors).
Table 2 briefly summarizes the advantages and disadvantages of
each method.

It is important to note that generally none of the above methods
will provide valid results under MNAR. Methods for dealing with
MNAR data are very limited and usually complex. They are typical-
ly based on the idea of sensitivity analysis under various MNAR
scenarios, for example, assuming the worst possible or best possi-
ble value for the missing data. Commonly, the goal of such sensi-
tivity analyses is to help in assessing the robustness of the
results under plausible MNAR scenarios. Multiple imputation can
also potentially be used to perform sensitivity analyses if data are
MNAR [10].

Table 2: Comparison of incomplete data analysis methods

Multiple imputation: considerations and limitations

Multiple imputation is a general approach with numerous appli-
cations, and it is easily accessible through standard statistical soft-
ware packages such as R [11], SPSS®, SAS® and STATA®. However,
it should be highlighted that it is not a panacea for every incom-
plete data setting [12, 13]. Although multiple imputation is often
considered as an out of the box method that can be easily ap-
plied in any missing data problem, this is not true. Its application
requires the user to carefully consider the plausibility of each of
the possible causes of missingness, thoroughly select an appro-
priate imputation model and choose appropriate variables to in-
clude with respect to both clinical relevance and the missing at
random assumption.

Some common points and special cases to consider when per-
forming multiple imputation are as follows:

o Missing outcome information: It should be noted that up to this
point, this article has focused primarily on missing covariate infor-
mation. That is because when there are missing outcome data, it
has been argued that the complete case analysis is more appro-
priate as imputed outcome data can lead to misleading results
[14, 15]. Single imputation of the worst or best-case scenario for
missing outcome data may be used as sensitivity analysis to en-
sure the validity of trial results. Multiple imputation of missing
outcome data may also be performed if there are auxiliary vari-
ables that are highly correlated with the outcome and the proba-
bility that the outcome is missing. However, this can only help in
reducing the loss in accuracy of the estimates due to missing data
and only if the data are at most MAR. Nevertheless, the complete
case analysis should be regarded as the principle analysis in the
case of missing outcome data.

e The number of imputed datasets: Although 5 imputed datasets
are considered adequate, it is always advised to increase the
number to improve the efficiency and the reproducibility of the
results [13].

o The number of iterations: Since multiple imputation is based on an
iterative algorithm, the convergence criteria should always be as-
sessed and if necessary, the number of iterations increased [7, 10].

e Inclusion of the outcome in the imputation model: The outcome
should be included in the first step of the multiple imputation
procedure to take into account the association between outcome
and incomplete covariates [16].

o Longitudinal studies: Common software packages usually require
the transformation of long datasets (a row per measurement) to
their wide (a row per subject) counterparts to perform multiple
imputation. This implies that current implementation of multiple
imputation in longitudinal settings works best in balanced studies
(e.g. subjects are measured at the same time points).

Methods Pros

Cons

Complete case analysis
Single mean imputation

Simple to implement

Multiple imputation Avoids loss of power, retains efficiency

and valid under MAR

Simple to implement and avoids loss of power

Loss of power and efficiency and invalid under MAR
Does not appropriately account for uncertainty in

results and invalid under MAR
Time consuming and requires more statistical knowledge

MAR: missing at random.
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o Survival analysis: Because of the complex nature of the outcome
variable in such cases (pairing of a binary event indicator variable
with a time-to-event variable), several approaches have been pro-
posed on how to include it in the imputation model [17-19]. The
most recent research findings, however, propose to use the
Nelson-Aalen estimator along with the event indicator in the im-
putation model rather than the event indicator along the time-
to-event variable [20].

o Acceptable amount of missingness: There is no standard rule of
how much missing data is too much. Theoretically, multiple im-
putation can handle large amounts of missingness. Nevertheless,
the quality of the results is related to the complexity of the impu-
tation model used, whether there are few or many variables with
a large amount of missingness, the total sample size and the vari-
ability of the variables which are subject to missingness. For ex-
ample, 50% missingness may be acceptable if the remaining 50%
of the data allow accurate estimation of the predictive distribu-
tion used to draw imputed values. In settings with a small sample
size, large variability and/or a heterogeneous study population,
this may not be the case.

Given the potential complexities, it is clear that multiple impu-
tation should be conducted carefully with respect to the chal-
lenges of each analysis. Advice from statistical experts is,
therefore, highly recommended when considering multiple im-
putation to address missing data.

Reporting

Because performing analysis on incomplete data requires a lot of
considerations, decisions and assumptions, it is recommended
that authors provide a thorough description of the imputation
procedure to ensure the transparency and reproducibility of
the analysis. Often, such a description can be moved to the
Supplementary Material accompanying a manuscript. Table 3
provides an extensive list of points that should be included when
conducting incomplete data analysis.

Data example

To illustrate the above points with a data example, we consider a
simple scenario for survival analysis. The data come from a follow-
up study of patients with congenital heart disease who received a
human tissue allograft in the aortic position. The aim is to investi-
gate the association between postoperative aortic gradient (mmHg)
and risk of death while accounting for baseline factors such as age
at operation (years), gender, donor age (years) and allograft diame-
ter (mm). An overview of the data for the ‘all cases’ scenario (before
excluding any case to artificially generate missing data scenarios) is
provided in the Supplementary Material B, Table S4.

To briefly illustrate a few of the points presented throughout
this article for dealing with missing data, we artificially generated
40% missingness on the postoperative aortic gradient under the 3
missingness scenarios: MCAR, MAR and MNAR. Under MCAR, ran-
domly chosen values were deleted. Under MAR, the aortic gradi-
ent measurements of younger patients (age less than the mean age
in the dataset) were deleted. Finally, for MNAR, the missing values
were selected to be patients with a high postoperative aortic gradi-
ent (higher than the 65th percentile of the postoperative gradient
in the dataset) assuming that they are more likely to be unable to
go to the hospital. We then applied Cox regression using complete

Table 3: Guidelines for reporting incomplete data analysis in
scientific manuscripts

Report the number/proportion of missing values per variable of interest:
o Alternatively/complementary report number of complete cases
o If possible, discuss potential causes for missing data
Provide comparison of complete and incomplete cases:
e Table or figure comparing the distributions of variables of interest
State the methodology used for incomplete data analysis:
e Which one was used: the complete case analysis, multiple imputation, etc.
e Report the assumptions that were made regarding the cause of miss-
ingness: MCAR, MAR or MNAR
Indicate the software (including version number) that was used in handling
missing data:
e Optionally add any changes to the default settings/features of the soft-
ware or/and functions which were used
Report the number of imputed datasets and number of iterations
List the variables that were included in the imputation model
Mention any higher order functions of imputed variables:
o Were higher order terms such as interactions, polynomials or spline
transformations of original variables used in the analysis?
o Ifyes, were these higher order terms included in the imputation model
as well?
Assess the robustness of MAR assumption by conducting sensitivity analy-
sis for various MNAR scenarios

MAR: missing at random; MCAR: missing completely at random; MNAR:
missing not at random.

cases, single mean imputation and multiple imputation under each
scenario for the mechanism that generated the missing data and
compared the corresponding results with those obtained when all
the cases were used (no missing data). The analysis was conducted
in R[11] using the packages mice [10] and mitools [21]. A sample R
code for conducting multiple imputation in R is given in
Supplementary Material C.

The results are summarized in Fig. 1, where the red dot and
black lines represent the estimated hazard ratios and their corre-
sponding 95% confidence intervals, respectively. As shown in this
figure, under MCAR and MAR, multiple imputation provided re-
sults that were slightly closer to those of the complete data (be-
fore values were removed; ‘all cases’) than the results from the
simpler approaches for this specific example. Nevertheless, the
differences are small, and both the complete case analysis and
single mean imputation are theoretically valid under MCAR. The
loss in efficiency due to the reduced sample size when using only
the complete cases is evident from the wider confidence inter-
vals. Under MNAR, all approaches provided biased estimates. In
this situation, further sensitivity analyses or explicit accounting of
the missing data mechanism would be required [8].

DISCUSSION

Missing data are common in clinical research and should be
minimized wherever possible through good study design and data
collection protocols. However, in most cases, it is not possible to
reduce the amount of missing data to zero. As demonstrated in the
example presented in this article, inappropriate handling of missing
data can potentially lead to biased results or significant loss of
power. Although simpler approaches in handling missing data such
as the complete case analysis or single imputation may be appro-
priate if the amount of missing data is small and the mechanisms
behind the missing data are clearly understood, in most cases
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Figure 1: Hazard ratios and 95% confidence intervals of ‘all cases’, complete cases, single mean imputation and multiple imputation analyses under 3 missing data
mechanisms. MAR: missing at random; MCAR: missing completely at random; MNAR: missing not at random.
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multiple imputation is accepted as the preferred strategy for
handling missing data. Although multiple imputation deals with a
number of pitfalls related to complete case analysis or single impu-
tation, it does significantly increase the complexity of the analysis
and can potentially lead to bias if the data are not missing at
random.

It is important to approach the handling of missing data in a
systematic manner and clearly report the steps that have been un-
dertaken in the handling of missing data as outlined in the guide-
lines in Table 3. Although this article is intended to give an
overview for clinicians on how to handle missing data, it is strongly
recommended that complex approaches to handle missing data
should be performed under the guidance of a statistician.

SUPPLEMENTARY MATERIAL

Supplementary material is available at ICVTS online.
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